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ABSTRACT This paper proposes a Fully Probabilistic control framework for stochastic systems with multiplicative noise and external disturbance. The proposed framework consists of two main steps, the disturbance observer based compensator to reject the modelled disturbance, and the Fully Probability Design (FPD) controller to achieve the regulation objective. The disturbance observer is developed based on Bayes’ theory following a probabilistic framework. Compared with the conventional FPD, the new procedure in this paper is extended to deal with multiplicative noise, and at the same time improve the performance of the control system by rejecting external disturbances. The convergence analysis of the estimation and control processes is also provided. Finally, a numerical example is given to illustrate the effectiveness of the proposed control method.

INDEX TERMS Fully Probabilistic Design, Disturbance Observer Based Control, Stochastic systems control, Multiplicative Noise.

I. INTRODUCTION

Many real-world systems are inherently stochastic, affected by external disturbances and noise, and operate under high levels of uncertainty [1]–[4]. Therefore, stochastic control methods have attracted much attention in the last few decades, mostly focusing on designing robust controllers that take knowledge about disturbances and uncertainty into consideration. To deal with the effect of the disturbance, disturbance-observer-based control (DOBC) strategies have been considered since the 1980s [5]. They have also been successfully applied to various practical systems such as mechatronic systems [6]–[8] and aerospace systems [9]–[11]. Basically, the control task in DOBC is usually divided into two subtasks. In the first subtask, a disturbance observer is designed to estimate the disturbance and then later used to cancel its effect on the dynamics of the system. The second subtask considers the design of a controller that will achieve the main control objectives such as making the system state follow a predefined desired state values, or regulating the system state around its fixed point. Under this framework, a large amount of literature and research ideas have been investigated. For instance, in [12], a novel control method has been proposed for Markovian jump systems with multiple disturbances by combining DOBC with $H_{\infty}$ control. Besides, a Lyapunov-based nonlinear disturbance observer for unknown two link manipulator has been studied in [13]. The work in [14] considered the design of robust variance-constrained composite control problem for linear uncertain discrete-time stochastic systems. Despite some of the remarkable developments and the intensive research work on DOBC, most of the DOBC based approaches are presented for continuous systems and more important developed in a deterministic way. Thus they lack consideration of noise effects, which have limited their applications to real-world stochastic systems.

On the other hand, the development of more effective control algorithms for stochastic systems with random noises is another critical topic in stochastic systems control. Consequently, a considerable amount of literature has been published focusing on minimising the effect of systems noises. Examples include the linear quadratic Gaussian (LQG) method [15], the minimum entropy control [1], [2], and the $H_2/H_\infty$ control [16].

To address the above limitations of the currently devel-
oped DOBC methods, this paper proposes a comprehensive approach for the development of an active control algorithm that can take multiplicative noises into consideration in the derivation of the optimal control law as well as reject the effect of any external disturbances that might be acting on the system. The proposed approach is following a fully probabilistic framework where a randomised controller is derived from dealing with systems noises and uncertainties and a probabilistic model is used to estimate and reject the effect of the disturbance. The first part of designing the randomised controller is based on the probabilistic description of the closed-loop system. Here the randomised controller is the minimiser of the Kullback–Leibler divergence (KLD) of the system closed–loop description to the desired one. The idea of FPD is not new. It was initially proposed by Karny [17], and then further developed and applied in much literature. For example, a novel distributed FPD approach is presented in [18] for large, complex, noisy and highly connected systems. In [19], a generalised fully probabilistic controller design was studied for stochastic linear Gaussian systems where the uncertainty introduced by the model discrepancy is estimated as a function of the system inputs. Moreover, [20] and [21] investigated a probabilistic Dual Heuristic Programming (DHP) adaptive critic method to minimise the computational loads of FPD caused by the evaluation of the randomised optimal controller which involves multivariate integration steps. However, current and previous developments on FPD have not considered the class of stochastic systems with multiplicative noise, despite its relevance to various physical systems such as biological movement systems [22]. For these systems, more robust controllers need to be developed to minimise the effects of the multiplicative noises [23]. Therefore, an additional contribution to this paper is to further develop the FPD control method such that it takes the multiplicative noise into consideration in the derivation of the randomised optimal controller.

To summarise, the regulation problem for a class of stochastic systems with multiplicative noise and external disturbance will be considered in this paper. For this purpose, a fully probabilistic framework is proposed where a randomised controller is designed following the FPD approach and a probabilistic DOBC are combined together. The architecture of the proposed control framework is shown in Fig 1. As can be seen from this Figure 1, the proposed framework consists of two main components: the disturbance observer compensator to eliminate the effect of the disturbances on the system dynamics and the FPD to bring all the system states back to zero and at the same time ensure that they track the desired distribution. Unlike most existing literature on DOBC, the proposed disturbance observer in this paper is developed following a probabilistic approach using Bayes theory that is more appropriate for stochastic systems. In addition, the FPD procedure is extended in this paper to take multiplicative noises into consideration when deriving the optimal randomised controller.

The remainder of this paper is organised as follows. Section II formulates the problem statement. Section III investigates the disturbance observer design while Section IV describes the FPD. In Section V, the convergence analysis is stated. Finally, the proposed algorithm is applied to a numerical example in Section VI to demonstrate its effectiveness and the conclusion is summarised in Section VII.

II. PROBLEM STATEMENT

This paper considers the following class of stochastic linear discrete time systems,

$$x_k = Ax_{k-1} + Bu_{k-1} + d_{k-1} + Fx_{k-1}v_{k-1},$$

where $x_k \in \mathbb{R}^n$ is the system state, $u_k \in \mathbb{R}^m$ is the control input, and $A$, $B$, and $F$ are the parameter matrices with appropriate dimensions. Also, $v_k \in \mathbb{R}$ is a Gaussian noise with zero mean and covariance matrix $Q$, and $d_k \in \mathbb{R}^m$ is an external disturbance which is assumed to be described by the following state space model,

$$\tau_{k-1} = W\tau_{k-2} + H\delta_{k-2},$$

$$d_{k-1} = V\tau_{k-1},$$

where $\tau_{k-1} \in \mathbb{R}^n$ represents the disturbance state, $W$, $H$ and $V$ are assumed to be known constant matrices with appropriate dimensions and $\delta_k \sim N(0, R)$ is a Gaussian random noise. In addition, $\delta_k$ and $v_k$ are mutually independent with each other.

For stochastic systems where the disturbance term $d_{k-1}$ in Equation (1) does not exist, it is usually sufficient to design a single controller that can be optimised in order to achieve the required performance of the system. However, for stochastic systems that are affected by external disturbances as stated in Equation (1), although a single controller might be able to drive the system state in a prespecified required manner, but it might not be robust to sudden effects that may result from the external disturbance. Under these conditions, researchers considered the design of an additional controller that is designed to cancel the disturbance effect as its primary objective. Here, we follow the same approach of designing an additional controller, but in addition since the system described in Equation (1) is not only affected by disturbance, but also inherently stochastic our main controller will be designed following a fully probabilistic approach. In order to cancel the effect of the disturbance, our secondary controller will be based on designing an observer that can predict the
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disturbance that will affect the system and then cancel its effect. Because the system is stochastic, we again adhere to our probabilistic framework; thus we design a probabilistic observer based on Bayes’ theorem. The design procedure of the controllers will be discussed in the following sections, but first we discuss the design process of the probabilistic disturbance observer.

III. DISTURBANCE OBSERVER DESIGN

The objective of this section is to discuss the design procedure of the probabilistic observer that is required to estimate the disturbance \( d_k \) defined in Equation (3). As discussed earlier once this estimate of the disturbance becomes available, it will be taken as the negative of the second control input, the DBOC, thus eliminating the effect of the disturbance on the system dynamics. However, as can be seen from Equation (3), the disturbance \( d_k \) can only be observed through its state \( \tau_k \). Therefore, the observer of \( \tau_k \) is developed here instead of \( d_k \). Consequently, the state of the disturbance, \( \tau_k \), can be estimated by observing its effect on the system state, \( x_k \) which is assumed to be measurable in this paper. For this purpose we design a fully probabilistic observer that is based on the Bayes’ theorem as follows,

\[
P(\tau_{k-1} | x_k) \propto P(x_k | \tau_{k-1}, x_{k-1}) P(\tau_{k-1} | x_{k-1}),
\]

(4)

where \( P(\tau_{k-1} | x_k) \) represents the posterior distribution, \( P(x_k | \tau_{k-1}, x_{k-1}) \) is the likelihood, and \( P(\tau_{k-1} | x_{k-1}) \) denotes the prior distribution of \( \tau_{k-1} \).

The recognition of Equation (4) implies that in order to evaluate the posterior distribution of \( \tau_{k-1} \), both its prior and the likelihood distributions need to be evaluated. The evaluation of the prior can be achieved by noting that at time \( k-1 \), the probability distribution of \( \tau_{k-1} \) can be represented as,

\[
P(\tau_{k-1} | x_{k-1}) \sim N(\hat{\tau}_{k-1}, P_{k-1}),
\]

(5)

where \( \hat{\tau}_{k-1} \) and \( P_{k-1} \) are the expectation and variance of \( (\tau_{k-1} | x_{k-1}) \), respectively. They can be easily evaluated to give,

\[
\hat{\tau}_{k-1} = W\hat{\tau}_{k-2},
\]

\[
P_{k-1} = WP_{k-2}W^T + HRHT
\]

(6)

The evaluation of the likelihood function, \( P(x_k | \tau_{k-1}, x_{k-1}) \) on the other hand can be done by firstly defining \( e_k \) as the error in predicting \( x_k \) from \( \hat{\tau}_{k-1} \) as follows,

\[
e_k = x_k - \hat{x}_k = x_k - Ax_{k-1} - Bu_{k-1} - BW\hat{\tau}_{k-2}, \quad (7)
\]

where \( \hat{x}_k \) is the estimation of \( x_k \) using the estimated \( \hat{\tau}_k \). Given the fact that \( A, B, x_{k-1}, u_{k-1}, V, W, \) and \( \hat{\tau}_k \) are all known or have been estimated, observing \( x_k \) is equivalent to observing \( e_k \). Therefore, the approach we will follow here to calculate the posterior of \( \tau_k \) is to use \( P(e_k | \tau_{k-1}, x_{k-1}) \) as the likelihood function instead of \( P(x_k | \tau_{k-1}, x_{k-1}) \).

Consequently Eq.(4) can be rewritten in the following form by replacing \( x_k \) with \( e_k \),

\[
P(\tau_{k-1} | x_k) = P(\tau_{k-1} | e_k) \propto P(\tau_{k-1} | x_{k-1})P(e_k | \tau_{k-1}, x_{k-1}).
\]

(8)

Using Equation (3) in Equation (1) and then substituting the result in Equation (7) yields the following expression for the error \( e_k \),

\[
e_k = BV(\tau_{k-1} - W\hat{\tau}_{k-2}) + Fx_{k-1}v_{k-1}.
\]

(9)

From Eq.(9), the likelihood can be represented as,

\[
P(e_k | \tau_{k-1}, x_{k-1}) \sim N(BV(\tau_{k-1} - W\hat{\tau}_{k-2}), Fx_{k-1}Qx_{k-1}^TF^T),
\]

(10)

with \( BV(\tau_{k-1} - W\hat{\tau}_{k-2}) \) being the mean and \( Fx_{k-1}Qx_{k-1}^TF^T \) being the variance.

Having evaluated the prior and the likelihood functions, the posterior \( P(\tau_{k-1} | e_k) \) can then be calculated following the Bayes’ theorem as follows,

\[
P(\tau_{k-1} | e_k) = \frac{P(e_k | \tau_{k-1}, x_{k-1})P(\tau_{k-1} | x_{k-1})}{\int P(e_k | \tau_{k-1}, x_{k-1})P(\tau_{k-1} | x_{k-1})d\tau_{k-1}},
\]

(11)

However it is worth noting that the direct evaluation of the posterior \( P(\tau_{k-1} | e_k) \) from Equation (11) requires heavy effort and high computational cost. Nonetheless, because \( \tau_{k-1} \) and \( e_k \) are multivariate Gaussian random variables, then the conditional distribution of \( \tau_{k-1} \) conditioned on \( e_k \) and \( x_{k-1} \) can be shown to be given by the following proposition.

Proposition 1: The conditional distribution of \( \tau_{k-1} \) conditioned on \( e_k \) and \( x_{k-1} \) can be shown to be given by

\[
P(\tau_{k-1} | e_k, x_{k-1}) \sim N(\hat{\tau}_{k-1}, P_{k-1}),
\]

(12)

where,

\[
\hat{\tau}_{k-1} = W\hat{\tau}_{k-2} + (WP_{k-2}W^T + HRHT)^TV^TBT^T
\]

\[
\times [Fx_{k-1}Qx_{k-1}^TF^T + BV(WP_{k-2}W^T + HRHT)^TV^TB^T]^{-1}e_k,
\]

(13)

and where,

\[
P_{k-1} = WP_{k-2}W^T + HRHT - (WP_{k-2}W^T + HRHT)^TV^TBT^T
\]

\[
\times [Fx_{k-1}Qx_{k-1}^TF^T + BV(WP_{k-2}W^T + HRHT)^TV^TB^T]^{-1}BV(WP_{k-2}W^T + HRHT).
\]

(14)

Proof: The proof of the above proposition is given in Appendix A.

A. ALGORITHM OF THE PROPOSED PROBABILISTIC DISTURBANCE OBSERVER

To summarise the detailed implementation procedure of the proposed probabilistic disturbance observer discussed in Section III, we introduce the following definitions \( \hat{\tau}_k \) and \( P_k \) for the prior estimation and prior covariance matrix respectively,
and \(\tilde{x}_{k-1}^+\) and \(P_{k-1}^+\) for the posterior estimation and the posterior covariance matrix respectively. Using these definitions, Equations (13) and (14) can be rewritten as follows,

\[
\begin{align*}
\tilde{x}_{k-1}^+ &= \hat{x}_{k-1} + L_{k-1}e_k, \\
P_{k-1}^+ &= P_{k-1}^- - L_{k-1}BP_{k-1}^-,
\end{align*}
\]  

(15)  

(16)

where,

\[
\begin{align*}
\hat{x}_{k-1} &= W\tilde{x}_{k-2}, \\
P_{k-1}^- &= WP_{k-2}^+W^T + HRHT, \\
L_{k-1} &= (P_{k-1}^-)^TV^TB^T[FX_{k-1}Qx_{k-1}^TF^T \\
&\quad + BV(P_{k-1}^-)^TV^TB]^{-1}.
\end{align*}
\]  

(17)  

(18)  

(19)

Then the following algorithm can be readily applied,

1. Initialize \(x_0, u_0, \hat{x}_0^-\) and \(P_0^-\);
2. Calculate the prior estimation \(\hat{\tau}_{k-1}^-\) using Equation (17);
3. Calculate the prior covariance matrix \(P_{k-1}^-\) from Equation (18);
4. Calculate \(e_k\) using the new obtained \(x_k\) following Equation (7), repeated here,

\[
e_k = x_k - Ax_k - 1 - Bu_{k-1} - BV\hat{\tau}_{k-1}^-;
\]  

(20)

5. Calculate the observer gain \(L_{k-1}\) following Equation (19);
6. Update the prior estimation of \(\hat{\tau}_{k-1}^+\) from Equation (15);
7. Update the posterior covariance matrix \(P_{k-1}^+\) according to Equation (16);
8. Move to the next sampling instant \(k = k + 1\) and update the system using step 2.

Remark 1. Please note that the delay between the measured variable \(x_k\) and the latent hidden state variable, \(\tau_{k-1}\) is 2 as can be seen from Equations (1), (2) and (3). Therefore to allow the exploitation of the Kalman filter approach to develop the required disturbance observer we use the prior distribution to predict the \(\tau_k\) values instead of using the posterior distribution as in the conventional Kalman filter approach.

IV. CONTROLLERS DESIGN

As discussed previously, the control applied to the system needs to be designed such that it cancels the effect of the disturbance on the system dynamics and at the same time achieves the control objective which is defined in this paper to be the regulation of the system state to zero. Therefore, the control input is designed to be consisting of two parts,

\[
u_{k-1} = u_{1k-1} + u_{2k-1},
\]  

(21)

where \(u_{2k-1}\) is designed to cancel the disturbance and \(u_{1k-1}\) is designed to achieve the control objective as will be discussed in the next sections.

A. DISTURBANCE BASED OBSERVER CONTROL

Once the disturbance observer has estimated the disturbance that affects the system dynamics, it can be used to design a control input to cancel the effect of this disturbance as follows,

\[
u_{2k-1} = -V\hat{\tau}_{k-1},
\]  

(22)

Using Equation (21) and Equation (22) the system state as given by Equation (1) can be rewritten as follows,

\[
x_k = Ax_k - 1 + B(u_{1k-1} + u_{2k-1} + \tau_{k-1}) + Fx_{k-1}v_{k-1},
\]  

(23)

where,

\[
\tau_{k-1} = \tau_{k-1} - \hat{\tau}_{k-1}^-.
\]  

(24)

Following the cancellation of the system disturbance using the control input \(u_{2k-1}\) as stated in Equation (22), the other control input that will achieve the control objective can be designed as discussed in the next section.

B. PROPOSED GENERALISED FULLY PROBABILISTIC CONTROL DESIGN

The designed control input defined in Equation (22) is developed such that it cancels the effect of the disturbance on the system dynamics. However, it will not be expected to control the system and make it performs in a prespecified desired manner. To be able to control the system and make it achieve a desired response, this section will explain the design procedure of the main controller of the system that will be designed to achieve this objective. Because of the stochasticity of the system, the main controller, \(u_{1k-1}\) will be designed here following the fully probability design approach as discussed earlier.

Using Equation (22) in Equation (1), the system state based on the estimated disturbance from the disturbance observer can be seen to be given by,

\[
x_k = Ax_k - 1 + Bu_{1k-1} + BV\varepsilon_{k-1} + Fx_{k-1}v_{k-1},
\]  

(25)

where \(\varepsilon_{k-1}\) as defined in Equation (24) is the disturbance estimation error. Since the prior disturbance estimation \(\hat{\tau}_{k-1}^-\) is applied to the system in Equation (25), the covariance of \(\varepsilon_{k-1}\) is the prior covariance \(P_{k-1}^-\) as defined in Equation (18). This means that \(\varepsilon_{k-1}\) is subjected to the following distribution,

\[
\varepsilon_{k-1} \sim N(0, P_{k-1}^-).
\]  

(26)

Consequently the conditional distribution of the system dynamics of Equation (25) can be described by a Gaussian distribution with mean \(\mu_k\) and covariance \(\Sigma_k\),

\[
s(x|u_{1k-1}, x_{k-1}) \sim N(\mu_k, \Sigma_k),
\]  

(27)
where,
\[
\begin{align*}
\mu_k &= Ax_{k-1} + Bu_{1k-1}, \\
\Sigma_k &= \text{cov}(x_k|u_{1k-1}, x_{k-1}) = E\{(x_k - \mu_k)(x_k - \mu_k)^T\} = BV P_{k-1}^{-1} V^T + F x_{k-1} Q x_{k-1} F^T.
\end{align*}
\]
and where \( P_{k-1}^{-1} \) can be evaluated using Equation (18).

As can be seen from Equation (25), the system state at time \( k \) is affected by random noises thus its value can only be specified entirely using pdfs. One efficient method for designing robust controller under these conditions is the FPD method [17]. However, in its original form, the FPD method is not developed to deal with the stochastic systems that are affected by multiplicative noises such as those considered in this paper. Therefore, the following sections will discuss how to extend the conventional FPD method such that it can take the multiplicative noises into consideration in the derivation of the optimal control law. Similar to the conventional FPD method we start here by defining the Kullback-Leibler divergence (KLD) between the actual joint pdf of the observed data \( D = (x(H), u(H)) \) and the ideal joint pdf \( f(D) \) on a set of possible \( D \) as the performance index to be optimised,
\[
D(f || f^I) = \int f(D) \ln \left( \frac{f(D)}{f^I(D)} \right) dD,
\]
with \( \overline{H} \) being the control horizon. According to the chain rule for pdfs [24], the joint distribution of the probabilistic closed-loop description of the system dynamics can be evaluated as follows:
\[
f(D) = \prod_{k=1}^{\overline{H}} s_k(x_k | u_{1k-1}, x_{k-1}) c(u_{1k-1} | x_{k-1}),
\]
where \( c(u_{1k-1} | x_{k-1}) \) is the actual conditional pdf of the system controller \( u_{1k-1} \). Similarly, the ideal probabilistic closed-loop pdf can be expressed in the same form as Equation (31) with ideal system model pdf \( s^I_k(x_k | u_{1k-1}, x_{k-1}) \) and ideal controller pdf \( c^I(u_{1k-1} | x_{k-1}) \),
\[
f^I(D) = \prod_{k=1}^{\overline{H}} s^I_k(x_k | u_{1k-1}, x_{k-1}) c^I(u_{1k-1} | x_{k-1}).
\]
Using the Kullback-Leibler divergence (30), the closed loop joint pdf (31) and the desired closed loop joint pdf (32), the performance index can be formalised to be given by the following expression:
\[
-\ln(\gamma(x_{k-1})) = \min_{c(u_{1k-1} | x_{k-1})} \int s(x_k | u_{1k-1}, x_{k-1}) c(u_{1k-1} | x_{k-1}) \ln \left( \frac{s(x_k | u_{1k-1}, x_{k-1}) c(u_{1k-1} | x_{k-1})}{s^I(x_k | u_{1k-1}, x_{k-1}) c^I(u_{1k-1} | x_{k-1})} \right) d(x_k, u_{1k-1}),
\]
where the first item in parenthesis in Equation (33) stands for the partial cost while the second item is the expected minimum cost-to-go function. The recursive formulation of the performance index (33) is similar to the Dynamic programming. Full derivation of Equation (33) can be found in [20]. The minimisation of the performance index (33) yields the following closed form solution for the required randomised controller \( u_{1k-1} \),
\[
c^*(u_{1k-1} | x_{k-1}) = c^I(u_{1k-1} | x_{k-1}) \exp \left[ -\beta_1(u_{1k-1}, x_{k-1}) - \beta_2(u_{1k-1}, x_{k-1}) \right] \gamma(x_{k-1}),
\]
where,
\[
\begin{align*}
\gamma(x_{k-1}) &= \int c^I(u_{1k-1} | x_{k-1}) \exp \left[ -\beta_1(u_{1k-1}, x_{k-1}) \right] \sum_{k=1}^{\overline{H}} dx_k, \\
\beta_1(u_{1k-1}, x_{k-1}) &= \int s(x_k | u_{1k-1}, x_{k-1}) \ln \left( \frac{s(x_k | u_{1k-1}, x_{k-1}) c(u_{1k-1} | x_{k-1})}{s^I(x_k | u_{1k-1}, x_{k-1}) c^I(u_{1k-1} | x_{k-1})} \right) dx_k, \\
\beta_2(u_{1k-1}, x_{k-1}) &= -\int s(x_k | u_{1k-1}, x_{k-1}) \ln(\gamma(x_k)) dx_k.
\end{align*}
\]
This solution is the general solution to the fully probabilistic control design irrespective of the type of distribution describing the system dynamics or whether the system is linear or nonlinear. The specific solution of the FPD for linear Gaussian systems will be derived in the next section for stochastic systems with multiplicative noise. It will be extended to consider this multiplicative noise in the derivation of the randomised controller.

C. GENERALISED PROBABILISTIC CONTROL FOR LINEAR SYSTEMS WITH MULTIPlicative NOISE

Based on the FPD algorithm described by Equation (35), the generalised fully probabilistic control solution of the regulation problem for the stochastic linear system defined in Equation (25) with multiplicative noise is derived in this section. The regulation problem is considered here, which means that the objective of the controller is to return the system states to zero from their initial values. Therefore, the ideal distribution of the system described by Equation (25) is specified as,
\[
s^I(x_k | u_{1k-1}, x_{k-1}) \sim N(0, \Sigma_2),
\]
where \( \Sigma_2 \) is a given covariance matrix.

The ideal distribution of the controller can also be defined as follows,
\[
c^I(u_{1k-1} | x_{k-1}) \sim N(0, \Gamma),
\]
where \( \Gamma \) is the ideal covariance of the control input. Note that the covariance \( \Gamma \) indicates the allowed range of optimal control input.
Remark 2. Note that $\Sigma_k - \Sigma_2$ is assumed to be a positive definite matrix, reflecting our objective to decrease the variance of the system and reduce the system randomness. Both $\Sigma_2$ and $\Gamma$ are chosen based on the requirement of the system. Usually we choose $\Sigma_2$ as small as the required system randomness and we choose $\Gamma$ based on the constraints that are associated to the cost of the control input.

Before we design the controller, some assumptions and lemmas are given as follows.

Lemma 1. With positive definite matrix $\Delta$, the following equation holds [25],

$$\ln(\det(\Delta)) = \text{tr}(\ln(\Delta)).$$

(38)

Assumption 1. For the considered regulation problem, it is expected that at steady state the covariance of the system dynamics, $\Sigma_k$ will become close to the covariance of the specified ideal distribution, $\Sigma_2$. This means that the following inequality holds,

$$\|\Sigma_k \Sigma_2^{-1} - I\| < 1.$$  

(39)

Because of the linearity of the system defined in Equation (25) and the Gaussian form of its probabilistic description, the performance index (33) can be assumed to have a quadratic form which is described by the following theorem.

Theorem 1. Under Assumptions 1, using the ideal distribution of the system dynamics (36), the ideal distribution of the controller (37) and the real distribution of the system dynamics (27) into Equation (35), the performance index (33) can be shown to be given by,

$$-\ln(\gamma(x_k)) = 0.5x_k^T S_k x_k + 0.5w_k,$$

(40)

where,

$$S_{k-1} = -A^T (\Sigma_2^{-1} + S_k) B [B^T (\Sigma_2^{-1} + S_k) B + \Gamma^{-1}]^{-1} B^T \times (\Sigma_2^{-1} + S_k) A + A^T (\Sigma_2^{-1} + S_k) A + M_2,$$

(41)

$$w_{k-1} = \mu_k + \ln(2\Gamma) + \text{tr}(S_k B V P_{k-1}^{-1} V^T B^T) + \ln(0.5|B^T (\Sigma_2^{-1} + S_k) B + \Gamma^{-1}|),$$

(42)

and where,

$$M_2 = F^T S_k Q F,$$

(43)

Remark 3. Compared with the conventional FPD, the derived Riccati Equation, (41), in this work has an additional term $M_2$. The manifestation of this additional term is due to the consideration of the multiplicative noise in the optimisation process of the randomised controller. This means that the derived control solution takes the covariance of the multiplicative noise into consideration and at the same time it works on making this covariance smaller as the noise is state dependent and can be made smaller.

The derivation details of the results given in Equations (40) to (43) are discussed below.

Proof. Recall Equation (35), we have,

$$\gamma(x_{k-1}) = \int e^T (u_{1k-1} | x_{k-1}) \exp[-\beta_1(u_{1k-1}, x_{k-1})$$

$$- \beta_2(u_{1k-1}, x_{k-1})] du_{1k-1}.$$  

(44)

As we can see from Equation (44), the evaluation of $\beta_1(u_{1k-1}, x_{k-1})$ and $\beta_2(u_{1k-1}, x_{k-1})$ are essential for the calculation of $\gamma(x_{k-1})$. Therefore, using the second equation in Equation (35), $\beta_1(u_{1k-1}, x_{k-1})$ can be evaluated as follows.

$$\beta_1(u_{1k-1}, x_{k-1}) = \int s (x_k | u_{1k-1}, x_{k-1})$$

$$\times \ln s (x_k | u_{1k-1}, x_{k-1}) dx_k,$$

$$= \int N(\mu_k, \Sigma_k) [ -0.5 \ln(|\Sigma_k| | \Sigma_2^{-1}| - 0.5x_k^T (\Sigma_2^{-1})^{-1} x_k + (x_k - [A x_{k-1} + B u_{1k-1}])^T (\Sigma_k)^{-1} x_k] dx_k.$$  

(45)

By using Lemma 1, $\ln(|\Sigma_k| | \Sigma_2^{-1}|)$ in Equation (45) can be further expressed as,

$$\ln(|\Sigma_k| | \Sigma_2^{-1}|) = \ln(|\Sigma_k \Sigma_2^{-1}|) = \text{tr}(\ln(|\Sigma_k \Sigma_2^{-1}|)).$$

(46)

Based on Lemma 2.6 in [26] and Assumption 1, the following holds,

$$\text{tr}(\ln(|\Sigma_k \Sigma_2^{-1}|)) \approx \text{tr}(\Sigma_k \Sigma_2^{-1} - I) \approx \text{tr}(\Sigma_k \Sigma_2^{-1}) - n,$$

(47)

where $n$ is the dimension of $x$.

Then $\beta_1$ can be obtained by substituting Equation (47) into Equation (45) and evaluating the integral.

$$\beta_1(u_{1k-1}, x_{k-1}) = \int N(\mu_k, \Sigma_k) \left( -0.5 \text{tr}(\Sigma_k \Sigma_2^{-1}) + 0.5n + 0.5x_k^T (\Sigma_2^{-1} - \Sigma_k) x_k - 0.5[A x_{k-1} + B u_{1k-1}]^T \Sigma_k^{-1} \times [A x_{k-1} + B u_{1k-1} + x_k^T \Sigma_k^{-1} [A x_{k-1} + B u_{1k-1}]] dx_k - 0.5 \text{tr}(\Sigma_k \Sigma_2^{-1}) + 0.5n + 0.5 \int N(\mu_k, \Sigma_k) x_k^T \times (\Sigma_2^{-1} - \Sigma_k) x_k dx_k \right)$$

$$= 0.5[A x_{k-1} + B u_{1k-1}]^T \Sigma_k^{-1} [A x_{k-1} + B u_{1k-1}].$$

(48)
Next the calculation of $\beta_2$ can be obtained using the third equation in Equation (35) as follows,

$$\beta_2 \left( u_{k-1}, x_{k-1} \right) = - \int s \left( x_k | u_{k-1}, x_{k-1} \right) \ln \left( \gamma \left( x_k \right) \right) dx_k = - \int N \left( \mu_k, \Sigma_k \right) \left[ 0.5 \left( x_k^T S_k x_k + \omega_k \right) \right] dx_k = 0.5 \left[ A x_k + B u_{k-1} \right]^T S_k \left[ A x_k + B u_{k-1} \right] + 0.5 \bar{u} \left( S_k \Sigma_k \right) + 0.5 \omega_k = 0.5 \left[ A x_k + B u_{k-1} \right]^T S_k \left[ A x_k + B u_{k-1} \right] + 0.5 \bar{u} \left( S_k BV P_k^{-1} V^T B^T \right),$$

(49)

where

$$\text{tr} \left[ S_k \Sigma_k \right] = \text{tr} \left[ S_k \left( B V P_k^{-1} V^T B^T + F x_k \bar{Q} x_k^{-1} F^T \right) \right] = \text{tr} \left[ S_k BV P_k^{-1} V^T B^T \right] + x_k^{-1} M_2 x_k^{-1},$$

(50)

where $M_2$ is defined in Equation (43).

Therefore, substituting Equation (48) and Equation (49) into Equation (44) and using Equation (37), we obtain,

$$\gamma \left( x_{k-1} \right) = \int c^* \left( u_{k-1} | x_{k-1} \right) \exp \left[ - \beta_1 \left( u_{k-1}, x_{k-1} \right) \right] du_{k-1} = \left( 2 \pi \Gamma \right)^{-1/2} \exp \left[ -0.5 x_k^{-1} \left[ A T \left( \Sigma^{-1}_k + S_k \right) A \right. \right. + \left. \left. M_2 \right] x_k^{-1} - 0.5 \omega_k - 0.5 \text{tr} \left[ S_k BV P_k^{-1} V^T B^T \right] \right] \times \exp \left[ -0.5 u_{k-1}^{-1} T \left[ B T \left( \Sigma^{-1}_k + S_k \right) B + \Gamma^{-1} \right] \right. x_{k-1} - \left. x_k^{-1} A T \left( \Sigma^{-1}_k + S_k \right) B u_{k-1} \right] du_{k-1},$$

(51)

By completing the square with respect to $u_{k-1}$, the integral in Equation (51) can be evaluated to give,

$$\int \exp \left[ -0.5 u_{k-1}^{-1} T \left( B T \left( \Sigma^{-1}_k + S_k \right) B + \Gamma^{-1} \right) u_{k-1} - x_k^{-1} \right] \times A T \left( \Sigma^{-1}_k + S_k \right) B u_{k-1} \right) du_{k-1} = \exp \left[ 0.5 x_k^{-1} A T \left( \Sigma^{-1}_k + S_k \right) B + \Gamma^{-1} B T \left( \Sigma^{-1}_k + S_k \right) A \right] \times 0.5 \text{ln} \pi - 0.5 \text{ln} \left( 0.5 \left( B T \left( \Sigma^{-1}_k + S_k \right) B + \Gamma^{-1} \right) \right).$$

(52)

Substituting Equation (52) back into Equation (51), $\gamma \left( x_{k-1} \right)$ can be finally obtained as,

$$\gamma \left( x_{k-1} \right) = \exp \left[ 0.5 x_k^{-1} \left( A T \left( \Sigma^{-1}_k + S_k \right) B + \Gamma^{-1} B T \left( \Sigma^{-1}_k + S_k \right) A \right) \right] \times 0.5 \text{ln} \left( 0.5 \left( B T \left( \Sigma^{-1}_k + S_k \right) B + \Gamma^{-1} \right) \right)$$

$$- A T \left( \Sigma^{-1}_k + S_k \right) A - M_2 x_k^{-1} - 0.5 \omega_k - 0.5 \text{tr} \left[ S_k BV P_k^{-1} V^T B^T \right] - 0.5 \text{ln} \left( 2 \Gamma \right) + 0.5 \text{ln} \left( 0.5 \left( B T \left( \Sigma^{-1}_k + S_k \right) B + \Gamma^{-1} \right) \right)$$

$$= \exp \left[ -0.5 x_k^{-1} S_k x_k^{-1} - 0.5 \omega_k \right].$$

(53)

Equating quadratic terms in $x_{k-1}$ in the right and left hand side of Equation (53) yields the difference of $S_k$ defined in Equation (41) and the concerned terms in Equation (53) gives $w_{k-1}$ defined in Eq. (42). This completes the proof.

Based on the quadratic form of the performance index (53) and the ideal distribution of the controller (37), the optimal controller form can be evaluated by substituting Equation (48) and Equation (49) in Equation (34), which yields the following theorem.

Theorem 2. The distribution of the optimal controller for system (25) that minimizes the performance index (53) is given by,

$$u_k \sim N \left( -K_k x_k, \Gamma_k \right),$$

(54)

where,

$$K_k = \left( \Gamma^{-1} + B T M_k B \right)^{-1} B T M_k^T A,$n

$$M_k = \Sigma_k^{-1} + S_k,$n

$$\Gamma_k = \Gamma^{-1} + B T M_k B.$$

(55)

Proof. Substituting Equation (37), Equation (48), Equation (49) and Equation (53) into Equation (34) yields,

$$c^* \left( u_{k-1} | x_{k-1} \right) = \exp \left[ -0.5 \left( u_{k-1} \right)^T \left( \Gamma^{-1} + B T M_k B \right) \right.$$

$$\left. + B T \left( \Sigma^{-1}_k + S_k \right) A \right] u_{k-1} + 2 x_k^{-1} A T \left( \Sigma^{-1}_k + S_k \right) B u_{k-1}$$

$$+ x_k^{-1} A T \left( \Sigma^{-1}_k + S_k \right) A + M_2 \left. - S_k \right] x_k^{-1} + w_k - w_{k-1} + \text{tr} \left[ \left( S_k BV P_k^{-1} V^T B^T \right) - \ln \left( 2 \pi \Gamma \right) \right].$$

(56)

Defining $M_k = \Sigma_k^{-1} + S_k$, and substitute the $S_k$ and $w_k$ as described in Equation (41) and Equation (42) into Equation (56), the equation can be expressed as,

$$c^* \left( u_{k-1} | x_{k-1} \right) = \left( 2 \pi \right)^{-1/2} \exp \left[ -0.5 \left( u_{k-1} \right)^T \left( \Gamma^{-1} + B T M_k B \right) \right.$$

$$\left. + B T M_k^T A x_{k-1} \right] \left( \Gamma^{-1} + B T M_k B \right) \left( u_{k-1} \right)$$

$$+ \left( \Gamma^{-1} + B T M_k B \right)^{-1} B T M_k^T A x_{k-1}.$$

(57)

It can be seen that the distribution given in Equation (57) is the optimal control distribution as specified by Equation (55). End of proof.

V. ALGORITHM OF THE PROPOSED FPD CONTROL FRAMEWORK

Following the derivation of the main controller given in Equation (57) and the secondary controller given in Equation (22), the following algorithm for the implementation of the proposed fully probabilistic control framework for stochastic systems with multiplicative noise and external disturbance can then be summarized as follows.

1. Initialize the system states, including the observer parameters and the FPD Riccati matrix $S_k$.
2. Design the disturbance observer following the provided procedure Equation (15)-Equation (19) and obtain $u_{k-1}$.
3. Evaluate the Riccati matrix $S_k$ using Equation (41).
4. Calculate the FPD controller gain $K_k$ by Equation (54) and obtain $u_{k-1}$.
VI. CONVERGENCE ANALYSIS

In this section, the convergence of the developed disturbance observer will be analysed. Therefore, the following condition theorem is introduced.

Theorem 3. If there exists a positive definite symmetric matrix $\hat{P}$ which can make the following inequality hold, the output of the proposed disturbance observer $\hat{\tau}_k$ in Equation (17) will converge to the real disturbance state value $\tau_k$.

\[
\Xi = \begin{bmatrix}
\Xi_{11} & (W - WL_kBV)^T \hat{P}H & \Xi_{13} \\
* & H^T \hat{P}H & H^T PWL_kF \\
* & * & \Xi_{13}
\end{bmatrix} < 0,
\]  

(58)

where,

\[
\Xi_{11} = (W - WL_kBV)^T \hat{P}(W - WL_kBV) - \hat{P},
\]
\[
\Xi_{13} = (W - WL_kBV)^T PWL_kF,
\]
\[
\Xi_{33} = F^T L_k^T W^T \hat{P}W L_kF.
\]

Proof. The residual error which is given by Equation (24) between the output of proposed disturbance observer $\hat{\tau}_k$ and the real disturbance state value $\tau_k$ can be further expressed as follows,

\[
\varepsilon_k = \tau_k - \hat{\tau}_k
\]

\[
= W \tau_{k-1} + H \delta_{k-1} - W \tau_{k-1} - A \varepsilon_{k-1} - Bu_{k-1} - BV \hat{\tau}_{k-1})
\]

\[
= (W - WL_kBV)\varepsilon_{k-1} + H \delta_{k-1} - W L_k F x_{k-1} u_{k-1}.
\]

(62)

Define a Lyapunov function $\hat{V}_k$ as follows,

\[
\hat{V}_k = \varepsilon_k^T \hat{P} \varepsilon_k.
\]

(63)

The derivation of the Lyapunov function is then given by,

\[
\Delta \hat{V}_k = \hat{V}_{k+1} - \hat{V}_k
\]

\[
= \varepsilon_k^T \hat{P} \varepsilon_k - \varepsilon_k^T \hat{P} \varepsilon_k
\]

\[
= (W - WL_kBV)\varepsilon_k + H \delta_k - W L_k F x_{k} u_{k})^T \hat{P}
\]

\[
\times (W - WL_kBV)\varepsilon_k + H \delta_k - W L_k F x_{k} u_{k} - \varepsilon_k^T \hat{P} \varepsilon_k
\]

\[
= \varepsilon_k^T \Xi \varepsilon_k,
\]

(64)

where we have introduced the definition, $z_k = \begin{bmatrix} \varepsilon_k \\ \delta_k \\ x_k \end{bmatrix}$.

To satisfy the condition in Equation (58), there should exist a small positive number $0 < \sigma < \lambda_{\max}(\hat{P})$ that makes the following inequality holds.

\[
\Xi < -\sigma I,
\]

(65)

where $\lambda_{\max}(\hat{P})$ is the maximum eigenvalue of the matrix $(\hat{P})$. Then we have,

\[
E[\Delta \hat{V}_k] \leq -\sigma E[\|z_k\|^2] \leq -\sigma E[\|\varepsilon_k\|^2],
\]

(66)

where $E[\cdot]$ represents the mathematics expectation. Also, based on Equation (63) we have the following inequality,

\[
\lambda_{\min}(\hat{P})E[\|\varepsilon_k\|^2] \leq E[\hat{V}_k] \leq \lambda_{\max}(\hat{P})E[\|\varepsilon_k\|^2].
\]

(67)

Combining Equation (66) and Equation (67), we have,

\[
E[\hat{V}_{k+1}] - E[\hat{V}_k] \leq -\frac{\sigma}{\lambda_{\max}(\hat{P})} E[\hat{V}_k],
\]

(68)

which yields,

\[
E[\hat{V}_{k+1}] \leq \theta E[\hat{V}_k],
\]

\[
\text{where } \theta = 1 - \frac{\sigma}{\lambda_{\max}(\hat{P})} \text{ and } 0 < \theta < 1.
\]

The following inequality can be easily obtained,

\[
E[\hat{V}_k] \leq \theta^{k-1} E[\hat{V}_1].
\]

(70)

From Equation (70), it can be concluded that,

\[
\lim_{k \to \infty} E[\hat{V}_k] = E[\varepsilon_k^T \hat{P} \varepsilon_k] = 0,
\]

(71)

which competes the proof. □
VII. SIMULATION RESULTS

This section demonstrates the effectiveness of the proposed generalized probabilistic framework to control and reject the disturbance effect on a stochastic system with multiplicative noise. The system is described by the following stochastic discrete time dynamical equation,

$$x_{k+1} = Ax_k + B(u_k + d_k) + Fx_k v_k,$$

$$\tau_k = W\tau_{k-1} + H\delta_{k-1},$$

$$d_k = V\tau_k,$$

with

$$A = \begin{bmatrix} 1.7 & 1 \\ -0.7 & 0 \end{bmatrix}, B = \begin{bmatrix} 1 \\ 0.5 \end{bmatrix}, F = \begin{bmatrix} 0.01 & 0.012 \\ 0.021 & 0.023 \end{bmatrix}, W = \begin{bmatrix} 0 & 0.78 \\ -0.78 & 0 \end{bmatrix}, V = \begin{bmatrix} 1.8 & 0.2 \\ 0 & 0.4 \end{bmatrix}.$$

Here $x_k \in \mathbb{R}^2$ and $u_k \in \mathbb{R}$ stand for the system measurable states and system controlled input, respectively. $d_k \in \mathbb{R}$ is the observable disturbance while $\tau_k \in \mathbb{R}^2$ is the disturbance state. $v_k \in \mathbb{R}$ and $\delta_k \in \mathbb{R}$ represent the independent Gaussian noise with zero mean and variance $Q = 0.14$ and $R = 0.23$, respectively. The initial state of the system state $x_0$ is taken to be $[0.5 \ 0.6]^T$ while the initial state of the disturbance $\tau_0$ is taken to be $[4 \ 2]^T$. Moreover, the ideal variance of controller $\Gamma$ is set to 0.2 for faster converging speed. The ideal covariance of the state $\Sigma_2$ should be chosen small and the value we chose is $\Sigma_2 = \begin{bmatrix} 0.00001 & 0 \\ 0 & 0.00004 \end{bmatrix}$.

The simulation results are shown in Fig 3 - Fig 7. The system states (blue solid line) are presented by Fig 3 and Fig 4. To show the advantages of the DOBC framework, the system states which are generated without the compensative controller $u_2$ are also given by a red dashed line in the same figures in Fig 3 and Fig 4. From Fig 3 and Fig 4, it can be seen that after $k = 20$ the values of system states stay around zero. It means that the FPD algorithm successfully brings all the states from initial values back to zero. In addition, compared with the states without $u_2$, the DOBC based system states have much less randomness, which indicates that the disturbance observer-based controller narrows down the system disturbance, and the DOBC framework has achieved the desired performance. Fig 5 and Fig 6 show the real disturbance states (blue dashed line) and the estimated disturbance states (red solid line). We can see that the estimated disturbance states have become identical to the real disturbance states after the first few steps, which means that the proposed disturbance observer works well. Moreover, Fig 7 provides the DOBC based FPD optimal gain, which converges to a steady state value which indicates the convergence of the whole control process. Hence, these results confirm that the DOBC is successfully designed combining the FPD and all the desired results have been reached.

VIII. CONCLUSION

A novel approach has been provided in this paper by combining DOBC and FPD for a class of stochastic systems with...
Given that Lemma 2. Following lemma [27] is applied.

Proof. To obtain the distribution of $Y_1$ and $Y_2$ have a bivariate normal distribution with means $\mu_1$ and $\mu_2$, respectively, and a covariance matrix,

$$
\begin{pmatrix}
\Sigma_{11} & \Sigma_{12} \\
\Sigma_{21} & \Sigma_{22}
\end{pmatrix},
$$

This is described by

$$
\begin{pmatrix}
Y_1 \\
Y_2
\end{pmatrix} \sim N\left(\begin{pmatrix}
\mu_1 \\
\mu_2
\end{pmatrix}, \\
\begin{pmatrix}
\Sigma_{11} & \Sigma_{12} \\
\Sigma_{21} & \Sigma_{22}
\end{pmatrix}\right).
$$

Then the conditional distribution of $Y_1$ given $Y_2$ is,

$$
(Y_1|Y_2 = y_2) \sim N(\bar{\mu}, \Sigma).
$$

where,

$$
\bar{\mu} = \mu_1 + \Sigma_{12}\Sigma_{22}^{-1}(y_2 - \mu_2),
$$

$$
\Sigma = \Sigma_{11} - \Sigma_{12}\Sigma_{22}^{-1}\Sigma_{21}.
$$

Eq.(78) is the regression function while the term $\Sigma_{12}\Sigma_{22}^{-1}$ is the coefficient of the least squares regression of $Y_1$ on $y_2$.

To apply Lemma 2 to our case, we let $Y_1$ corresponds to $e_k$ and $Y_2$ corresponds to $\tau_{k-1}$. Based on Equation.(6), we can see that,

$$
\mu_2 \leftrightarrow WP_\tilde{k}_{k-2},
\Sigma_{22} \leftrightarrow WP_{k-2}W^T + HRH^T.
$$

Replace $Y_1$, $Y_2$, $\mu_2$ and $\Sigma_{22}$ by $e_k$, $\tau_{k-1}$, $W\tilde{r}_{k-2}$ and $WP_{k-2}W^T + HRH^T$, then according to Eq.(10), the mean value in Eq.(78) becomes,

$$
\mu_1 + \Sigma_{12}\Sigma_{22}^{-1}(\tau_{k-1} - W\tilde{r}_{k-2}) \leftrightarrow BV(\tau_{k-1} - W\tilde{r}_{k-2}),
$$

which yields,

$$
\mu_1 = 0,
\Sigma_{12} = BV\Sigma_{22} = BV(WP_{k-2}W^T + HRH^T).
$$

Similarly, given Eq.(10) and Eq.(79),

$$
\Sigma_{11} - \Sigma_{12}\Sigma_{22}^{-1}\Sigma_{21} \iff Fx_{k-1}Qx_{k-1}^TF^T,
$$

This yields,

$$
\Sigma_{11} = Fx_{k-1}Qx_{k-1}^TF^T + BV(WP_{k-2}W + HRH^T)V^TB^T,
$$

where we used the fact that $\Sigma_{21} = \Sigma_{12}^T = (WP_{k-2}W + HRH^T)V^TB^T$ since its a covariance matrix. Then by switching the position of $Y_1$ and $Y_2$ in Eq.(76), the joint distribution of $\tau_{k-1}$ and $e_k$ conditioned on $x_{k-1}$ can be described by the following form,

$$
\begin{pmatrix}
\tau_{k-1} \\
e_k
\end{pmatrix} \mid x_{k-1} \sim N\left(\begin{pmatrix}
W\tilde{r}_{k-2} \\
0
\end{pmatrix}, \\
\begin{pmatrix}
\Sigma_{22} & \Sigma_{21} \\
\Sigma_{21} & \Sigma_{11}
\end{pmatrix}\right).
$$

Applying Eq.(77) to Eq.(86), setting $e_k$ as the condition we get,

$$
\begin{pmatrix}
\tau_{k-1} \\
e_k
\end{pmatrix} \sim N[\mu_2 + \Sigma_{21}\Sigma_{11}^{-1}(e_k - \mu_1), \Sigma_{22} - \Sigma_{21}\Sigma_{11}^{-1}\Sigma_{12}].
$$
Substituting $\Sigma_{11}$, $\Sigma_{12}$, $\Sigma_{21}$, $\Sigma_{22}$, $\mu_1$ and $\mu_2$ into Eq.(12), the observation of $\hat{r}_{k-1}$ can be presented as,

$$
\hat{r}_{k-1} = \mu_2 + \Sigma_{21} \Sigma_{11}^{-1} (\epsilon_k - \mu_1)
$$

$$
= WP_{k-2} W^T + H R H^T + T V^T B^T \left[F x_k - 1 Q x_k^T - 1 F^T + BV (W P_k - 2 W^T + H R H^T)^T V^T B^T\right]^{-1} \epsilon_k,
$$

(88)

where,

$$
P_{k-1} = \Sigma_{22} - \Sigma_{21} \Sigma_{11}^{-1} \Sigma_{12}
$$

$$
= WP_{k-2} W^T + H R H^T - (WP_{k-2} W^T + H R H^T)^T
$$

$$
+ T V^T B^T \left[F x_k - 1 Q x_k^T - 1 F^T + BV (W P_k - 2 W^T + H R H^T)^T V^T B^T\right]^{-1} \epsilon_k,
$$

(89)
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